
1.1 Problems with IPv4
The current IPv4 internet infrastructure has lost a lot of functionalities because of the address conservation [5].
· Deficiency of address space - various devices connected to the Internet grows exponentially.  The size of address space 2 32 is quickly exhausted.
· Loss of transparency - due to the use of mechanisms such as NAT (Network Address Translator).

· Loss of robustness - because of the implemented topology that has little room for redundancy.

· Loss of stable addresses - i.e. the address of a node changes each time it is connected to the Internet.

· Weak expansibility of the protocol - the insufficient size of heading IPv4 doesn't allow placing demanded quantity of additional parameters in it.
· Problem of safety of communications - it is not stipulated any means for differentiation of access to the information placed in a network.
· Absence of support of quality of service (QoS) - accommodation of the information about throughput, the delays and demanded for normal work of some network appendices is not supported.
· Absence of the auto-configuration - IP addresses mechanism. Machine renumbering problem.
· Loss of application independence - An example is that many systems are developed with functionality to avoid problems created by NAT.

The major point that is necessary to come to new IP version is the exhaustion of address space with current version.  Not only this but also other features about the Internet Protocol is taken into consideration and found necessary to change or upgrade.

1.1.1 Proliferation of NAT

To extend the reach of the IPv4 address space, companies have turned to using private IPv4 addresses through a public-to-private address translation technique known as network address translation (NAT).  Hence NAT is a method for mapping multiple private addresses to a single public address.  There is a lot of skepticism towards NAT as it may be appropriate to some businesses that do not need full connectivity to the outside world, but for others, who require constant and robust contact with the Internet, NAT will not fulfill the requirements.  It creates a bottleneck between the business and the Internet; it does not support end-to-end security and breaks the peer-to-peer model.  Another problem is when applications embed IP-addresses in the packet payload, above the network layer; these can be applications like FTP programs and mobile IP.  Most likely NAT will fail in translating some embedded addresses and lead to application failure.

NAT works by using the several million private addresses that have been put aside by the Internet Engineering Task Force, turning a public IP address such as 202.70.91.15 into a private address, such as 10.200.0.1, for delivery to a user's PC.  Private IP addresses cannot be "seen" by the Internet, and therefore may be reused by various enterprise networks.  In conjunction with a NAT-enabled gateway or router device, a privately addressed network may hide hundreds or thousands of hosts behind a single public address.  The NAT device differentiates among the PCs by translating their port numbers into unique values.  But NAT is limited by applications such as streaming media that transmit IP addresses or port numbers in the payloads of packets.  Such applications require that NAT take on application-specific knowledge and perform additional computation.  Hence only IPv4 and NAT is not the long term solution to sustain the growth of internet. 
1.1.2 IPv4 Address Space

The development of the Internet is inextricably linked with the expansion in the consumption of IPv4 address space.  The Internet has rapidly developed throughout the world for almost a decade, and 32-bit IPv4 address space limitations have become severe.  IPv4 address space is allocated by IANA, the central registry for RIRs and from RIRs to NIRs or LIRs according to the hierarchical structure of the registry, and then assigned to end users.  Exhaustion can be defined as [7]:
· The exhaustion point is the point in time when the IANA has allocated all the IPv4 address space in the pools it retains.  In this state, the RIRs are not able to receive a new allocation from RIR to NIR or LIR may continue.
· The exhaustion point is the point in time when the RIRs have allocated all the IPv4 address space retained in its pool to the LIRs.  Under current APNIC policies, when the NIR makes an allocation to the LIR, the release comes directly from APNIC, in other words, the address pool of RIR and NIR do not hold address pool of its own.
· The exhaustion point is the point in time when the IPv4 address space in the pool retained by the LIRs is completely assigned to end users.  At this stage, all IPv4 address space managed by registries is distributed and the registries can no longer assign new IPv4 address space.
Many people within the internet community have analyzed the question of IPv4 address exhaustion.  Some predicted that the IPv4 address exhausted within next 12-24 months and others say it will not happen until 2013.  Figure 2.1 shows an IPv4 address exhaustion prediction based on the assignment history of the past five years by Tonny Haines.  In this case, the estimated IPv4 address exhaustion will occur prior to 2009 [11].
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Fig 2.1 IPv4 address Exhaustion Prediction based on Previous Distribution [10]
Following figure was created to show potential IPv4 address space exhaustion dates based on steady-state allocations and the past 4 year growth rates of IPv4 address space and the continued growth.
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Fig 2.2 IPv4 address exhaustion Timeline [10]
By applying different assumptions, the IPv4 address exhaustion could occur as early as 2008/2009 and as late as 2012.
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Fig 2.3 Yearly Comparison of IPv4 Address Allocation (RIR to LIR/ISP) [10]
1.1.3 Routing Table Explosion
Routing tables hold information which says for a particular range of IP addresses, what are the possible 'next hop' we could take to move the packet closer to its destination.  As more organizations join the internet, the sizes of routing tables in core Internet routers have grown enormously, because those routers have to learn the routes to all possible destinations.
IPv4 address allocation scheme does not allow effective routing information aggregation at the core of the internet.  Currently, the number of prefixes in the internet routing table has more than 130 thousand prefixes before aggregation and more than 95 thousand entries after aggregation [8].  Routing table explosion burdens core routers, and may create instability problems and routing accidents.
1.1.4 Address Auto-Configuration
Addressing each client pc can be done either manually (static addressing) or using stateful autoconfiguration like DHCP in IPv4 addressing.  Manual addressing each PC in large network of an enterprise is really a headache for network administrator.  Another way of addressing can be done by DHCP.  Major drawback of stateful autoconfiguration is the problem in traffic monitoring.  The computer’s IP address may change after restarts or releasing address by client and that PC may have another IP randomly assigned by DHCP pool which led problem in monitoring for administrator.  Another complication is, especially in cases where a company needs to reconfigure the entire network.  It causes much downtime, which can lead to great costs.  The configuration cause more administrative problems as the Internet and other markets that require an IP-address grow.

1.1.5 Security
Security in IPv4 is limited.  There is no authentication or encryption mechanism at IP level and dependent on higher level protocol, hence vulnerable to denial-of-service and address deception or “spoofing” attacks.  Packets sent at IP-level needs encryption to protect the private data from being viewed or modified. 
1.1.6 Quality of Service 
In IPv4, QoS depends on the TOS field in the header.  Though the QoS is defined, but not generally used consistently.  The field is limited and has had a number of definitions during the years [1].
1.2 Current Status of IPv4
The IPv4 address space is a 32 bit field.  There are 4,294,967,296 unique values, considered in this context as a sequence of 256 "/8s", where each "/8" corresponds to 16,777,216 unique address values.  
As noted in RFC 3330 a number of address blocks are reserved for uses outside 'conventional' use in the public Internet as Unicast identity tokens.  In adding up these special purposes use address reservations there are the equivalent of 36.086 /8 address blocks in this category.  This is composed of 16 /8 blocks reserved for use in multicast scenarios, 16 /8 blocks reserved for some unspecified future use, 1 /8 block (0.0.0.0/8) for local identification, a single /8 block reserved for loopback (127.0.0.0/8), a /8 block reserved for private use (10.0.0.0/8), and a single /8 address block intended for some specialized use in so-called "public data networks" (14.0.0.0/8).  Smaller address blocks are also reserved for other special uses.  The remaining 219.914 /8 address blocks are available for use in the public IPv4 Internet.  
IANA holds a pool of unallocated addresses, while the remainder has already been allocated by IANA for further downstream assignment by the RIRs.   Any individual IPv4 address can be in any one of five states.
· Reserved for special use, or 

· Part of the IANA unallocated address pool, 

· Part of the unassigned pool held by RIR, 

· Assigned to an end user entity but not advertised in the routing system, or 

· Assigned and advertised in BGP.

Internet Protocol Version 6 (IPv6)
1.3 Introduction
Previous chapter describes about the Internet Protocol basics with in detail about IPv4.  This chapter will discuss the overview of new generation internet protocol version 6 (IPv6).  The main objective of this chapter will be the thorough analysis of IPv6 protocols and its differences with IPv4 which helps reader a better understanding of the following chapters, when it is assumed that basic IPv6 theory is already known.
This chapter will in addition show some of the possibilities IPv6 will contribute to networks and which resources are needed to be able to upgrade the Internet protocol.  It will highlight some of the issues concerning the complexity of IPv6.  More on the complexity will be given in following chapters.
1.4 IPng History
IPng is a new version of the Internet Protocol, designed as a successor to IP version 4.  IPng is assigned IP version number 6 and is formally called IPv6.  IPv6 is short for "Internet Protocol Version 6".

IPv6 is the "next generation" protocol designed by the IETF to replace the current version Internet Protocol, IP Version 4 ("IPv4").  Most of today's internet uses IPv4, however, because of its growing shortage of IPv4 addresses, the addresses will run out in about year 2008 +/- 3, according to calculations by IETF in 1994.   In order to fix the problem, IPv6 - a new version of protocol was proposed by numerous internet groups such as "CNAT", "Nimrod", etc in 1993.   Simple Internet Protocol Plus, a group consisted of merges of IPAE, SIP and PIP, was chosen from several IP candidates and adopted in 1994.  By 1995, a basic specification was established.
IPv6 working group started its WIDE project for the deployment of the IPv6 environment in 1995.  So, the WIDE project started KAME (a joint effort of six companies in Japan to provide a free IPv6 and IPSec stack for BSD variants to the world) as a subproject for the purpose of combining the power of implementation.  Although the members of IPv6 Working Group and KAME overlap, while IPv6 WG does technical and innovative researches. Mainly, KAME is in charge of implementation. 
AI3 & SOI-ASIA project under WIDE has started its IPv6 operation from Nov. 16 2005. Until January 2007, all SOI-ASIA applications are upgraded to IPv6 and after conducting operator’s workshop on July/August 2007 for IPv6 only operation, the AI3/SOI-ASIA network is fully operable in IPv6 only network [8].
SpaceNet@Munich did first contract with IPv6 and 6bone on 1997 and make the IPv6 server online on 1999.  On 2002, SpaceNet enabled office network in IPv6 and hence they were able to integrate IPv4 and IPv6 on the backbone on 2005.  Now SpaceNet is waiting for customer inrush [12].
1.5 IPv6 Features
The feature which IPv6 protocol brings to plate are described in several RFCs and internet drafts could be summarized as follows:
· New header format

· Large address space

· Efficient & Hierarchical addressing and routing infrastructure

· Stateless and stateful address configuration

· Security

· Better Quality of Service Support

· New protocol for neighboring node interaction

· Extensibility
1.5.1 IPv6 Header format
The IPv6 header has a new format that is designed to have a header overhead.  The IPv6 header is only twice the size of IPv4 header, even though the number of bits in IPv6 address is four times larger than IPv4 addresses.  This is achieved by moving both nonessential and optional fields to extension headers that are placed under the IPv6 header.
	Version (4)
	IHL (4)
	ToS (8)
	Total Length (16)

	Identification (16)
	Flags (3)
	Fragmentation Offset (13)

	TTL (8)
	Protocol (8)
	Header Checksum (16)

	Source Address (32)

	Destination Address (32)

	Options (variable)
	Padding (variable)


Fig 3.1 IPv4 Header format

	Version (4)
	Traffic Class (8)
	Flow Label (20)

	Payload Length (16)
	Next Header (8)
	Hop Limit (8)

	Source Address (128)

	Destination Address (128)


Fig 3.2 IPv6 Header Format

In the figure 3.1, the fields with red colors are removed in IPv6.  Other fields of IPv4 header are also available in IPv6 but modified and one new field is added on IPv6 which is Flow Level.  Let’s come in details about each fields of IPv6 header.
· The 4-bit Version field = 6, for IPv6

· The 8-bit Traffic Class field is available for use by originating nodes and/or forwarding routers to identify and distinguish between different classes or priorities of IPv6 packets.

· The 20-bit Flow Label field may be used by a source to label sequences of packets for which it requests special handling by the IPv6 routers, such as non-default quality of service or "real-time" service.

· The 16-bit Payload Length field is a 16-bit unsigned integer, which indicates the length of the IPv6 payload, i.e., the rest of the packet following this IPv6 header, in octets.  (The length of extensions is included).

· The 8-bit Next Header field is an 8-bit selector that identifies the type of header immediately following the IPv6 header.  (The values are the same as those in the IPv4 Protocol field). 

· The 8-bit Hop Limit field is an 8-bit unsigned integer that decrements by 1 by each node that forwards the packet.  The packet is discarded if Hop Limit decrements to zero. 

· The 128-bit Source Address field contains the address of the packet’s originator. 

· The 128-bit Destination Address field contains the address of the packet’s recipient.
1.5.2 Larger address space
IPv6 has 128-bit (16-byte) source and destination IP addresses.  Although 128 bits can express over 3.4X1038 possible combinations, the large address space of IPv6 has been designed to allow for multiple levels of sub-netting and address allocation from the Internet backbone to the individual subnets within an organization.  Even though only a small number of the possible addresses are currently allocated for use by hosts, there are plenty of addresses available for future use.  With a much larger number of available addresses, address-conservation techniques, such as the deployment of NATs, are no longer necessary.
1.5.3  Efficient & Hierarchical addressing and routing infrastructure
IPv6 global addresses used on the IPv6 portion of the Internet are designed to create an efficient, hierarchical, and summarizable routing infrastructure that is based on the common occurrence of multiple levels of Internet service providers.
1.5.4 Stateless and Stateful address configuration
To simplify host configuration, IPv6 supports both stateful address configuration, such as address configuration in the presence of a DHCP server, and stateless address configuration (address configuration in the absence of a DHCP server).  With stateless address configuration, hosts on a link automatically configure themselves with IPv6 addresses for the link (called link-local addresses) and with addresses derived from prefixes advertised by local routers.  Even in the absence of a router, hosts on the same link can automatically configure themselves with link-local addresses and communicate without manual configuration.
1.5.5 Built in Security
Support for IPSec is an IPv6 protocol suite requirement.  This requirement provides a standards-based solution for network security needs and promotes interoperability between different IPv6 implementations.
1.5.6 Better Quality of Service Support
New fields in the IPv6 header define how traffic is handled and identified.  Traffic identification using a Flow Label field in the IPv6 header allows routers to identify and provide special handling for packets belonging to a flow, a series of packets between a source and destination.  Because the traffic is identified in the IPv6 header, support for prioritized delivery can be achieved even when the packet payload is encrypted with IPSec.
1.5.7 New protocol for neighboring node interaction
The Neighbor Discovery Protocol (NDP) for IPv6 is a series of Internet Control Message Protocol for IPv6 (ICMPv6) messages that manage the interaction of neighboring nodes (nodes on the same link).  Neighbor Discovery replaces the broadcast-based Address Resolution Protocol (ARP), ICMPv4 Router Discovery, and ICMPv4 Redirect messages with efficient multicast and Unicast Neighbor Discovery messages.
1.5.8 Extensibility
IPv6 can easily be extended for new features by adding extension headers after the IPv6 header.  Unlike options in the IPv4 header, which can only support 40 bytes of options, the size of IPv6 extension headers is only constrained by the size of the IPv6 packet.
1.5.9 Extension Headers
The IPv6 header has a total size of 40 bytes, which is twice the size of the IPv4 default header.  But on a closer look the IPv6 header is simplified compared to the IPv4 header as the address-space alone consumes 32 bytes in IPv6.  This leaves only 8 bytes with other header information.  This means that only 8 bytes will be processed at each router, which means process time decreases.  In comparison to IPv4, IPv6 does not extend the header, but makes use of so-called Extension headers.  This is a key improvement as these are a part of the payload instead of the header itself and therefore does not slow the processing time.

The way that IPv6 has designed Extension headers, there are in theory no limits to how many there can be allowed together with a packet.  This makes it easy in the future to add new Extension headers for new services.  There is not always an Extension header with every header.  There may be just one or there may be more than one between the IPv6 header and the Upper-Layer Protocol header, which is always the last header in an IP packet.  It all depends on the requirements of the processing of the payload of the packet.  Each Extension header is identified in the Next header field of the preceding header.  The current IPv6 specification defines seven Extension headers if more than one Extension header is present in a single packet [RFC 2460].
· IPv6 Header

· Hop-by-hop Options header

· Destination Options header

· Routing header

· Fragment header

· Authentication header

· Encapsulating Security Payload (ESP) header

· Destination Options header

· Upper-layer Protocol header

An IPv6 packet may carry zero, one, or more extension headers, each identified by the Next Header field of the preceding header:

	IPv6 header, Next Header= TCP
	TCP header + data


	IPv6 header
Next Header = Routing
	Routing header
Next Header = TCP
	TCP header + data


	IPv6 header
Next Header = Routing
	Routing header
Next Header = Fragment
	Fragment Header
Next Header = TCP
	fragment of TCP
header + data


Hop by Hop 
This carries information that must be examined and processed by every node along a packet's delivery path, including the source and destination nodes.  The Hop-by-Hop Options header, when present, must immediately follow the IPv6 header and its presence is indicated by the value zero in the Next Header field of the IPv6 header.
Destination Options

The Destination Options header is used to carry optional information that need be examined only by a packet's destination node(s).  The Destination Options header is identified by a Next Header value of 60 in the immediately preceding header.  Optional destination information could also be encoded as a separate extension header.  Which to use depends on what action is desired of a destination node.
Routing
The Routing header is used by an IPv6 source to list one or more intermediate nodes to be "visited" on the way to a packet's destination.  This function is very similar to IPv4's loose source and record route option.  The routing header is identified by a Next Header value of 43 in the immediately preceding header.  A routing header is not examined or processed until it reaches the node identified in the Destination Address field of the IPv6 header.
Authentication
"IPng Authentication Header", is an extension header, which provides authentication and integrity (without confidentiality) to IPng datagram.  The receiver of a packet can be sure who sent it, unlike in IPv4 in which no guarantee is present.  The payload of the authenticated packet is sent unencrypted.  The extension is algorithm- independent and will support many different authentication techniques.
Encapsulating
"IPng Encapsulating Security Header" - This mechanism provides integrity and confidentiality to IPv6 datagram using encrypted security payload extension headers.  It is simpler than some similar security protocols (e.g., ISO NLSP) but remains flexible and algorithm-independent. 
Upper Layer
In cases when IPv6 is encapsulated in IPv4, the Upper-Layer header can be another IPv6 header and can contain Extension headers that will then follow the same rules.  The Upper-Layer Protocol header will always be the last Extension header.
1.5.10 IPv4 and IPv6 Feature Comparison
	Feature
	IPv4
	IPv6

	Address
	32 bits, 4.2 * 109​ addresses
	128 bits, 3.4*10​​38 addresses

	Packet Header
	Variable size, time consuming to handle
	Fixed size (40octates), more efficient

	Special Fields in Header
	Many types, often not supported by vendors due to impact on performance
	Eliminated for efficiency or replaced by other features

	Packet Size
	65536 octets maximum 
	Normal packets up to 65536 “Jumbogram” up to 4 billion octets for high performance computing LANs.

	Address Allocation
	· by network classes A, B, C (large, medium, small nets)
· CIDR (stopgap measure to deal with address space exhaustion, router table overgrowth)

· local use limited to link only
	· IPv4 compatibility 
· hierarchical by registry, provider, subscriber, and subnet

· hierarchical by geographic region

· local use by link or site

· Over 70% of addresses reserved for future expansion.

	Address Notation
	Dotted decimal notation (202.70.91.100)
	Hexadecimal with colons and shortcuts (abbreviations); IPv4 addresses a special case. (2001:d30:119::1)

	Address Types
	Point-to-point, local-broadcast, Limited multicast, experimental anycast.
	· Unicast
· Multicast (link, site, organization, any grouping)

· Anycast (reaches one of group interface)

	Fragmentation
	Possible multiple step fragmentation, done by routers, impact on routing performance
	Done at most once, by host (not router), after MTU discovery over the path, improving router performance

	Quality of Service
	Defined but not generally used consistently
	· Flow labeling
· Priority

· Support for real time data and multimedia distribution

	Security
	Limited; no authentication or encryption at IP level
	· Authentication (validation of packet origin)
· Encryption (privacy of contents)

· Requires administration of "security associations" to handle key distribution, etc..

	Configuration Management
	· Manual compilation of tables; even simple networks require investment of time to configure
· Support for local diskless workstation address resolution 

· Heavy reliance on default routing paths
	· Automatic configuration of link-local addresses based on physical addresses (e.g. Ethernet)
· Stateless automatic configuration for simple networks

· Diskless workstation support

· Limited human administration, mostly for complex environments

· Neighbor discovery algorithm builds routing paths

	Routing Management
	· Full tables use large amounts of storage
· Designed for 32-bit addresses

· Uses TCP-high overhead

· OSPF, RIP within sub-domains
	· Multiple address types 
· Accommodates 128-bit addresses

· Aggregated tables economize storage 

· OSPF and RIP updated but similar

· IP datagram-based – low overhead 


Table 3.1 IPv4 & IPv6 Feature Comparison
1.6 IPv6 Addressing
IPv6 addresses are 128-bit identifiers and sets of interfaces.  IPv6 addresses are mainly categorized into three types:
· Unicast Address: an identifier for a single interface.  Unicast addresses are regular addresses used for one-to-one communication.  A packet sent to a unicast address is delivered to the interface identified by that address.
· Anycast Address: An identifier for set of interfaces (typically belonging to different nodes).  A packet sent to an Anycast address is delivered to one of the nearest interface identified by that address.

· Multicast Address: An identifier for a set of interfaces (typically belonging to different nodes).  Multicast addresses are group addresses; packets sent to such an address are delivered to all the interfaces that are interested and have joined the group.  All functions that were performed by broadcasts in IPv4 are performed by using multicast in IPv6.
1.6.1 Address Notation

The 128 bits IPv6 address is divided into 8 blocks each consists of 16-bits represented in hex and each block is separated with colon (:).  For example:
2001:0d30:0000:00ef:0020:0000:0000:df3d. The block whose values are zero can be compressed using a double colon (::) to simplify the address notation with a limitation that there will be no more than double colon in an address.  The following table shows the correct and incorrect address notation.
	No
	Notation
	Correct
	Remarks

	1
	2001:0d30:0000:00ef:0020:0000:0000:df3d
	Yes
	

	2
	2001:d30:0:ef:20:0:0:df3d
	Yes
	

	3
	2001:d30:0:ef:20::df3d
	Yes
	

	4
	2001:d30::ef:20::df3d
	No
	Two (::) are not allowed

	5
	2001:d30::ef:20:0:0:df3d
	No
	(::) set only to larger zeros


Table 3.2 IPv6 address Notation
IPv6 also uses prefixes to identify subnets and routes, as in IPv4 CIDR.  An IPv6 prefix address is written as IPv6-address/prefix-length.  If the address in the previous example has a route prefix with length of 48 bits, the prefix is 2001:d30::/48.
1.6.2 Address Type Identification
IPv6 address can be categorized in to different types according to their high order bits.
	IPv6 Notation
	Binary Prefix
	Address Type

	::/128
	0000…..000 (128bits)
	Unspecified

	::1/128
	0000…..001 (128bits)
	Loopback Address

	FF00::/8
	11111111
	Multicast

	FE80::/10
	1111111010
	Link Local Unicast

	FEC0::/10
	1111111011
	Site Local Unicast

	FC00::/7
	1111111 
	Unique Local Addresses

	Else
	Global
	Global Unicast Addresses


Table 3.3 IPv6 address types
1.6.3 Unicast Address 
The general address format for IPv6 global unicast addresses [RFC 3587] is as follows.
	n bits
	64-n bits
	64 bits

	Global Routing Prefix
	Subnet ID
	Interface ID


Table 3.4 Global unicast address format
Where the routing prefix is a value assigned to identify a site (a cluster of subnets/links), the subnet ID is an identifier of a subnet within the site, and the interface ID is a modified EUI-64 format.
1.6.3.1 Interface Identifier 
Interface identifiers in IPv6 unicast addresses are used to identify interfaces on a link.  They are required to be unique within a subnet prefix.  It is recommended that the same interface identifier cannot be assigned to different nodes on a link.   They may also be unique over a broader scope.   In some cases, an interface's identifier will be derived directly from that interface's link-layer address.   The same interface identifier may be used on multiple interfaces on a single node, as long as they are attached to different subnets.
For all unicast addresses, except those that start with binary value 000, Interface IDs are required to be 64 bits long and to be constructed in Modified EUI-64 format.  Global unicast addresses that start with binary 000 have no such constraint on the size or structure of the interface ID field.  Modified EUI-64 format based Interface identifiers may have global scope when derived from a global token (e.g., IEEE 802 48-bit MAC).  The modified EUI-64 format of a MAC address is constructed by complementing the second LSB of the first bite of MAC address and inserting 0XFFFE between the third and fourth bytes of the MAC address. 
Steps to create modified EUI-64 format and IPv6 interface identifier

· Let us take IEEE 802 48 bit MAC address which is assigned to each NIC in which the first 24 bits is assigned to vendor and second 24 bits is assigned by vendor.

[image: image4.png]\ 24 bits | 24 bits

_ Rassesselssssssstissssans

1EEE administered company ID Manufacturer selected extension ID





· But the IEEE EUI-64 format consists of 64 bits looks like the following.
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· Now map the MAC address to EUI-64 format by inserting 0xFFFE between third and fourth bytes of the MAC address.
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· Complement second LSB of first byte to make it IPv6 interface identifiers
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· If an IPv6 address has route prefix of 48 bits.  For example 2001:D30::/48 and a PC has NIC with MAC address 00-0D-60-77-DC-04, then its IPv6 address would be 2001:D30::20D:60FF:FE77:DC04 and the link local address would be FE80::20D:60FF:FE77:DC04
1.6.3.2  IPv6 Address with Embedded IPv4 Address
To dynamically tunnel IPv6 packets over IPv4 routing infrastructure, a transition mechanism has been developed in which the IPv6 nodes that use this technique are assigned special IPv6 unicast address that carry a global IPv4 address in the low order 32 bits termed as IPv4 compatible IPv6 address.
	80 bits
	16 bits
	32 bits

	0000….0000
	0000
	IPv4 address


Table 3.5 IPv4 Compatible IPv6 global unicast address
A second type of IPv6 addresses which holds an embedded IPv4 address is also defined.   This address type is used to represent the addresses of IPv4 nodes as IPv6 addresses.   This type of address is termed as "IPv4-mapped IPv6 address" and has the format:

	80 bits
	16 bits
	32 bits

	0000….0000
	FFFF
	IPv4 address


Table 3.6 IPv4-mapped IPv6 address
1.6.4 Multicast Address

IPv6 Multicast address has the following format [RFC 3513]:
	8
	4
	4
	112 bits

	11111111
	Flags
	scope
	Group ID


Table 3.7 IPv6 multicast address format
Any address starts with FF can be taken as multicast address.  Because the multicast address/prefix is defined as FF00::/8.  Flags consist of four values:
	0
	0
	0
	T


The high-order 3 flags are reserved, and must be initialized to 0.  T = 0 indicates a permanently-assigned "well-known" multicast address, assigned by the Internet Assigned Number Authority (IANA).  T = 1 indicates a non-permanently-assigned ("transient") multicast address.  Scope is a 4-bit multicast scope value used to limit the scope of the multicast group. 
It is necessary to limit the propagation of multicast packets.  For instance it wouldn’t be good if all routers connected to the internet were to receive all the hello packets the OSPF routers use to find their neighbors.  These packets are for use on the local subnet only.  Restriction on the propagation of multicast packets are encoded in the multicast address in the form of a 4-bit scope value listed below.
	Value (binary)
	Value (hex)
	Scope

	0000
	0
	Reserved

	0001
	1
	Interface local (for the transmission of loopback multicast packets)

	0010
	2
	Link Local

	0011
	3
	Reserved

	0100
	4
	Admin Local

	0101
	5
	Site Local

	1000
	8
	Organization Local

	1110
	E
	Global

	1111
	F
	Reserved


Table 3.8 IPv6 Multicast Scope 
The remaining scope values 6, 7 & 9 to C may be used by network administrators to define additional scopes where necessary.  Interface-local scope spans only a single interface on a node, and is useful only for loopback transmission of multicast.  Link-local and site-local multicast scopes span the same topological regions as the corresponding unicast scopes.  Admin-local scope is the smallest scope that must be administratively configured, i.e., not automatically derived from physical connectivity or other, non- multicast-related configuration.  Organization-local scope is intended to span multiple sites belonging to a single organization.

Some well known multicast address:
	Address
	Description
	scope

	FF01::1
	All nodes addresses
	Interface-local

	FF01::2
	All routers addresses
	Interface-local

	FF02::1
	All nodes addresses
	Link-local

	FF02::2
	All routers addresses
	Link-local

	FF02::4
	DVMRP Routers
	Link-local

	FF02::5
	OSPFIGP
	Link-local

	FF02::D
	All PIM routers
	Link-local

	FF05::2
	All routers addresses
	Site-local


Table 3.9 Some Well Known Multicast Addresses
1.6.5 Anycast Address
Anycast addresses are allocated from the unicast address space, using any of the defined unicast address formats.   Thus, anycast addresses are syntactically indistinguishable from unicast addresses.   When a unicast address is assigned to more than one interface, thus turning it into an anycast address, the nodes to which the address is assigned must be explicitly configured to know that it is an anycast address.  One expected use of anycast addresses is to identify the set of routers belonging to an organization providing internet service.  Such addresses could be used as intermediate addresses in an IPv6 Routing header, to cause a packet to be delivered via a particular service provider or sequence of service providers.  Some other possible uses are to identify the set of routers attached to a particular subnet, or the set of routers providing entry into a particular routing domain.  The following restrictions are imposed on IPv6 anycast addresses:
· An anycast address must not be used as the source address of an IPv6 packet.

· An anycast address must not be assigned to an IPv6 host, that is, it may be assigned to an IPv6 router only.

The Subnet-Router anycast address is predefined.  Its format is as follows:

	n bits
	128-n bits

	Subnet prefix
	00000…0000


Table 3.10 Anycast Address Format [RFC 3513].
The "subnet prefix" in an anycast address is the prefix which identifies a specific link.   This anycast address is syntactically the same as a unicast address for an interface on the link with the interface identifier set to zero.  Packets sent to the Subnet-Router anycast address will be delivered to one router on the subnet.  All routers are required to support the Subnet-Router anycast addresses for the subnets to which they have interfaces.
1.7 IPv6 Address Distribution
An address allocation is defined by allocation size and location.  Allocation size specifies how large of the address block or prefix is assigned.  Allocation location is where in the address pool this block is allocated to [13].

The IP address allocation hierarchy is shown in figure below.  At the top of the hierarchy, the whole address pool is controlled by the Internet Assigned Number Authority (IANA).  IANA allocates large address blocks to each the Regional Internet Registries (RIR) serving North America (ARIN), Europe (RIPE), Asia Pacific (APNIC), Africa (AfriNIC) and Latin America & Caribbean (LACNIC).  The regional registries divide up these large address blocks into medium blocks to allocate to Local Internet Registries (LIRs), consisting mainly of internet service providers (ISPs).  The ISPs further assign smaller address blocks to their users including companies, universities and smaller ISPs etc.
The policies on IP allocation size vary from different registries at different levels.  Different RIRs adapt their own policies for allocation to LIR/ISPs with unit size varying from /10 to /20.  The size assign to end users by each ISP also vary accordingly.  Due to historical allocation schemes, fragmentation is a common problem in IPv4; one ISP is often left with multiple prefixes.  For the 128 IPv6 address, the last 64 bits are assigned to interface ID.

Fig 3.3 Address allocation hierarchy

IPv6 address allocation only considers the top 64 bits.  Assigning appropriate address size at different level has been under extensive discussion.
1.8 Security in IPv6

Boarder internet communities must be convinced about the new internet protocol to be deployed. For that we need to deploy on enough systems and used by enough people to show that it is both beneficial and also not a danger to the rest of the network as a whole. Security is the major concern for ISPs after deploying IPv6 successfully. 

Extension Headers in IPv6 has two dedicated headers for security, one is Authentication Header (AH) and another is Encrypted Security Payload (ESP). Both the AH and the ESP headers exploit the concept of security association (SA) to agree the security algorithms and parameters between the senders and the receiver. Each IPv6 node manages a set of SAs, one for each secure communication currently active. The Security Parameters Index (SPI) is a parameter contained in both the AH and ESP headers to specify which SA is to be used in decrypting/authenticating packets.
1.8.1 Authentication in IPv6
Authentication alone does not provide all security features but intern, not all application requires all those features.  Routing or neighbor discovery information, for instance, is usually not considered a secret, but as a multitude of attacks on the routing system have demonstrated, integrity and authenticity of IP packets carrying routing information would be highly desirable.
The Authentication header is defined under extension header of IPv6 which is identified by value 51 in its next header. The AH header is composed of a 64-bits fixed part followed by a variable number of 32-bit blocks.
	Next Header (8)
	Payload Length (8)
	Reserved (16)

	Security Parameters Index (SPI) (32)

	Authenticate Data (Variable Length)


Table 3.11 Authentication Header
· Next Header: the value for the next type of payload in the daisy chain of headers.

· Payload Length: the total length of authentication data expressed as a multiple of 32 bits words.

· A Reserved Field (not used; set to zero) & 

· SPI: indicates which checksum algorithm is to be used. 
· Authentication Data: a cryptographically secure checksum over the payload, as well as some fields of the IP and extension headers, concatenated with a shared secret negotiated between the communication partners during the setup of the SA and indexed by the SPI. 
The variable part of the AH header is composed of a variable number of 32-bit blocks which contains the actual authentication data. When a destination node receives a packet with an AH header, the packets authority and integrity can be checked by using the procedure as follows:

· Clear the hop count field
· If the packet contains a routing header, then do the following

· Set the destination address field the address of the final destination

· Set the routing header field to the value that it will have at the final destination 

· Set the address index field to the value that it will have at the final destination

· Clear the all options that have C-bit (Change in route) active.

In-order to protect the packets against deliberate modifications, a reasonable degree of protection can be ensured only by better digest algorithms like MD5 or SHA.
1.8.2 Encrypted Security Payload (ESP)
This header defined under extensions header is identified by the value 52 in next header field for the preceding header. The exact format of the encryption part depends on the encryption algorithm used. The default IPv6 encryption is DES-CBC which is the DES algorithm applied in Cipher Block Chaining (CBC) mode. DES is a private key encryption algorithm that is normally applied to 64-bit data blocks with a 56-bit key.  Various techniques have been proposed to apply the DES transformation to blocks bigger than 64-bit blocks and each block is EX-ORed with the result of the previous encryption before being encrypted itself. 
1.8.3 IPSEC Framework
IETF IP Security Protocol Working Group (IPSEC) has formally standardized and defined security protocol for the IP protocol layer under RFC 2401. The framework consists of six different layers:
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Fig 3.4 IPSEC components (RFC 2411)

It must be noted that these mechanisms are considered generic; they could be used in both IPv4 and IPv6 contexts. They would have to be retrofitted into existing IPv4 software, but they are integrated, mandatory part of the basic IPv6 protocol suite.
1.8.4 IPv6 & Link Local Addresses
One goal of the designers of the IPv6 protocols was to make setting up a system that run the new protocols easier than it was to setup a system running IPv4.  IPv6 attempted to do away with the user needing to know any information by specifically including protocols for the auto-configuration of nodes in the network.  A node can start running without a globally routable address, and talk to its neighbors to learn about the local network and eventually, with the help of router, automatically bootstrap itself into the global Internet.  IP v6 uses link-local addresses for auto-address configuration, neighbor discovery or when there is no router present [26].  
Now days, more and more flavors of Linux, BSD and other UNIX operating systems gain IPv6-support in the kernel, it’s becoming fairly common for these systems to have link-local connectivity without the owner realizing it.  To add insult to injury, existing IP packet filters or software firewalls generally filter only IPv4 and don’t get in the way of IPv6 packets. Most systems don’t rely on these types of filters to avoid unwanted connections.  While scanning an entire subnet, one address at a time isn’t really an option, there are other ways to find IPv6 systems connected to the local subnet. An obvious one is the “broadcast ping” to the all host multicast address.
1.8.5 Internetworking of IPv6 Security with Other Services
The provision of IPSEC in IPv6 is a giant step forward with respect to providing security on the internet.  There are a variety of different uses of IPSEC within the basic internet protocol suite, such as general confidentiality of transmission, authentication of peer entities and prevention of DoS and man-in-the-middle attacks.  However the provision of IPSEC service also influences the security elements used in application layer protocols.  Simple services such as Telnet, FTP, DNS and SNMP-based network management may now rely solely on IPSEC for obtaining sufficient security.  Other more complex applications, such as E-Mail require more complex security elements, however, such as non-repudiation of receipt, proof of origin, or specific encryption of information on the application or even user level; these elements are not directly obtainable from IPSEC operating solely on the network layer. 
Although these application-level security elements may profit from the provision of IPSEC services, they still need to provide their own security elements, which are not necessarily compatible with the SAs and key exchanges used by IPSEC. 
1.8.6 Open issues in IPv6 Security
It seems that some ad-hoc solutions, such as NAT and CIDR, as well as the availability of security elements such as SSL (Standardized by IETF as TLS), SSH, and secure email in IPv4 networks, have delayed the deployment of IPv6.  While this delay leaves the internet open for attacks for a longer period of time and leads to additional complexity and management overhead, it has given protocol designers more time to improve their plans.  While the base standards for IPSEC are considered stable and will be extended mostly in the area of allowing additional encryption or authentication algorithms, more work remains to be done in the IKE area and in improving protection mechanisms against traffic analysis and denial-of-service/flooding attacks.  The full deployment of IPSEC will also largely depend on the availability of a technically, organizationally and politically acceptable and workable PKI capable of handling a large number of users of software process certificates.
A final issue for IPSEC is the management of its complexity. Many IPSEC mechanisms and their consequences are no longer easy to understand and are thus error-prone in implementation and operation, even though intuitive user interfaces for end-system configuration are available. Adding further functionality, such as various styles of tunneling will also add complexity and thus endanger the original idea of providing simple, ubiquitous security in IPv6.
2 IPv4/IPv6 Transition Mechanisms
2.1 Introduction
In this chapter, the major focus is on the different transition mechanisms designed to make the migration from IPv4 to IPv6 as smooth as possible.  For the future implementation of IPv6 only operation we need transitions from IPv4 to IPv6 currently.  Hence this chapter discusses about different transition mechanisms regarding to operate IPv4 and IPv6 together.
There are several mechanisms exists for transition.  Only few are widely used for general situations which are briefly presented in this chapter.  The mechanisms not mentioned in this chapter are mechanisms for very specific scenarios, which may only differ slightly from one to the other.
2.2 Background
For smooth transition to IPv6 only network, we need to have some mechanisms which help to operate IPv4 and IPv6 network simultaneously with the current internet infrastructure.  Currently IPv4 network is dominating and the future target is IPv6 only network.  Hence IPv6 over IPv4 Island is the current scenario.  But during the migration we have to make IPv4 over IPv6 Island and finally IPv6 only Island.
Hence deployment of IPv6 is a long and complicated process.  The migration will happen gradually, and for many years IPv4 and IPv6 will have to exist together.  Anything else will be impossible, since the number of elements to be upgraded is all the elements that depend on the Internet Protocol, including all from routers and operating systems to end-systems and applications.  Not only the migration of devices and applications/OSs but also we need to understand the situation and condition of companies regarding end users. 
Globally, one will also see a big difference in how fast the migration is going.  Asia is already far ahead of the rest of the world in the process.  This as a result of the great lack of IPv4 addresses in Asia.  In the years ahead the structure of the Internet will be at different stages.  A couple of years ago there were few IPv6 network, most of them built for research.  Transition mechanisms are used in order to create connectivity between the islands, and between the islands and the IPv4 network.  The next stage will come when there are more IPv6 networks than IPv4 networks, and IPv4 islands use tunneling to communicate with each other.  In the last stage the migration process is completed, and the Internet will be completely migrated to IPv6. 
2.3 Concepts
To make IPv4 and IPv6 coexist, transition mechanisms have been designed.  The mechanisms can be divided into three groups:
· Tunneling techniques, used when IPv6 packets traverse over the IPv4 infrastructure.

· Dual-stack techniques, allowing IPv4 and IPv6 to coexist in the same devices and networks

· Translation techniques, making IPv6-only nodes able to communicate with IPv4-only nodes.

Even though the techniques are presented separately, they can and likely will be used in combination with one another.

The tunneling and Dual-stack techniques exists until there will be IPv4 internet infrastructure as dominant but translation technique is the one which helps to migrate to IPv6 only network.  This translation technique is utilized to communicate between IPv6 islands and also between IPv4 and IPv6 Islands.  We may have IPv6 only networks and to communicate with IPv4 Island, there exists end node on IPv6 only network which perform IPv6/IPv4 translation and make the network communicable.  Hence if we perform better practice on translation mechanism, it will be easy and faster way to migrate to IPv6 only network.
2.4 Tunneling
IPv6 tunneling enables IPv6 hosts and routers to connect with other IPv6 hosts and routers over the existing IPv4 Internet.  IPv6 tunneling encapsulates IPv6 datagrams within IPv4 packets.  The encapsulated packets travel across an IPv4 Internet until they reach their destination host or router.  The IPv6-aware host or router decapsulates the IPv6 datagrams, forwarding them as needed.  IPv6 tunneling eases IPv6 deployment by maintaining compatibility with the large existing base of IPv4 hosts and routers.  IPv4/IPv6 hosts and routers can tunnel IPv6 datagram over regions of IPv4 routing topology by encapsulating them within IPv4 packets.  Tunneling is used in four common ways, each implying which elements in the network encapsulate and decapsulate the packets:
· Host-to-host

· Host-to-router

· Router-to-router

· Router-to-host

The IPv6 in IPv4 tunnel behaves like a single link in an IPv6 network, only decrementing the hop limitation in the IPv6 header by one.  By doing so, the tunnel’s existence is hidden.
Until all routers understand IPv6, the Internet is effectively partitioned into sub-networks consisting of IPv6 aware routers embedded in the IPv4 Internet.  These sub-networks use tunneling to transfer IPv6 packets between different IPv6 sub-networks.  Figure below illustrates these IPv6 islands.
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Fig 4.1 IPv6 Islands
Tunneling techniques are classified by the way the encapsulating node determines the address of the node at the end of the tunnel.  In router-to-router and host-to-router tunneling methods, the IPv6 packet is tunneled to a router.  The tunnel endpoint is an intermediary router.  The intermediary router decapsulates the IPv6 packet and forwards it to its final destination.  When tunneling to a router, the tunnel endpoint differs from the tunneled packet’s destination.
2.4.1 Configured Tunneling
The tunnel endpoint address is determined from configuration information in the encapsulating node.  For each tunnel, the encapsulating node must store the tunnel endpoint address.   When an IPv6 packet is transmitted over a tunnel, the tunnel endpoint address configured for that tunnel is used as the destination address for the encapsulating IPv4 header.  The determination of which packets to tunnel is usually made by routing information on the encapsulating node.   This is usually done via a routing table, which directs packets based on their destination address using the prefix mask and match technique.
A default configured tunnel can be set up to allow an IPv4/IPv6 host that has no reachability to any IPv6 router to communicate with the IPv6 Internet.  The IPv4 address of an IPv4/IPv6 border-router to the IPv6 backbone has to be known, and can be used as the tunnel endpoint address.  When this sort of tunnel is set up as default, all IPv6 destination addresses will match the route and can use the tunnel.  A default configured tunnel is only used if there are no other routes that match the destination address [RFC2893].
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Fig 4.2 Configured Tunneling
2.4.2 Automatic Tunneling
 In automatic tunneling, the tunnel end point address is determined by the IPv4-compatible destination address of the IPv6 packet being tunneled.   Automatic tunneling allows IPv6/IPv4 nodes to communicate over IPv4 routing infrastructures without pre-configuring tunnels.
The nodes performing automatic tunneling are assigned an IPv4 compatible address.  This sort of address is identified by a 96 bit prefix consisting only of zeros and an IPv4 address in the low-order 32 bits.  This IPv4 address is the node’s IPv4 address.  Only the nodes that support automatic tunneling should be assigned an IPv4 compatible address.
	96-bits
	32-bits

	0:0:0:0:0:0
	IPv4 Address


Table 4.1 IPv4 Compatible IPv6 Address Format
When the packet is being processed in the router, it is redirected if the destination IPv6 address is an IPv4 compatible address, and automatic tunneling is then used.  The packet being tunneled determines the tunnel endpoint.  If the destination address is a native IPv6 address, automatic tunneling cannot be used.  The destination IPv4 address is now the low-order 32 bits of the IPv6 destination address, and the source address is the Ipv4 interface address the packet is sent via.

[image: image11.png]JeoS=y]

IPVE Host A DS Router DS Host B




Fig 4.3 Automatic Tunneling
From the above figure, the automatic tunneling addressing is used as:
	Description
	Source Address
	Destination Address

	Packet from Host A ( Host B
	Src=IPv6
	Dst=0::IPv4 of B

	Tunnel from Router ( Host B
	Src=IPv4
	Dst=IPv4

	Tunnel from Host B ( Router
	Src=IPv4
	Dst=IPv4

	Packet from Host B ( Host A
	Src=0::IPv4 of B
	Dst=IPv6


Table 4.2 Communication between IP6 & IPv4 Hosts Using Automatic Tunneling
6to4, 6over4 and ISATAP are examples of automatic tunneling which are briefly described later.
2.4.3 6to4 Tunneling
6to4 is a mechanism for IPv6 sites to communicate with each other over the IPv4 network without explicit tunnel set-up, and for them to communicate with native IPv6 sites via relay routers.  A relay router is a 6to4 router configured to support transit routing between 6to4 addresses and native IPv6 addresses. 
The IANA permanently assigned one IPv6 address prefix for “6to4”.  It is 2002::/16.  The “6to4” prefix 2002::/16 can be prepended to a host or router’s globally-unique 32-bit IPv4 address (<IPv4-Addr>) to form a 48-bit “6to4” prefix 2002:<IPv4-Addr>.  The “6to4” prefix provides a network prefix for the local IPv6 host or network.  The IPv4 address is the endpoint for all external IPv4 connections.

IPv6 packets from a “6to4” site are encapsulated in IPv4 packets when they leave the site over its external IPv4 connection.  IPv6 packets are transmitted in IPv4 packets with an IPv4 protocol type of 41, the same protocol type set when IPv6 packets tunnel inside IPv4 frames [RFC 1933].
In all scenarios the 6to4 router advertises the prefix 2002:IPv4::/48 to the local net, which is the same format as normal /48 prefixes assigned according to an IPv6 global unicast address format.  The router uses its own global IPv4 address in the prefix.  The 6to4 hosts on the local IPv6 network must use this prefix.  The 6to4 prefix can be used within the site like any other valid prefix.
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Fig 4.4 Communication between Two 6to4 End Nodes

6to4 is an efficient method for routing between 6to4 networks, but may be inefficient between native IPv6 networks and 6to4 networks.  It is a simple method, as it involves no change in hosts, only some configuration in routers is needed.
2.4.4 Teredo
Teredo is designed to make IPv6 available through one or more layers of NAT, which cannot be upgraded to 6to4.  It is an automatic tunneling technology that provides unicast IPv6 connectivity across the IPv4 internet.  Teredo IPv6 packets are transmitted as UDP packets [RFC768] within IPv4 [RFC791].   Packets can come in one of two formats, simple encapsulation and encapsulation with origin indication.
 IPv6 traffic from Teredo hosts can flow across NATs because it is sent as an IPv4 UDP message.  If the NAT supports UDP port translation, then the NAT supports Teredo.  IPv6 traffic tunneled using Teredo can cross one or multiple NATs and allow a Teredo client to access the hosts on the IPv6 Internet (through a Teredo Relay) and other Teredo clients on the IPv4 Internet.  
The ability to connect to other Teredo clients that are connected to the IPv4 Internet enables communication between applications that would otherwise have problems communicating over a NAT.  With Teredo, IPv6-enabled applications can successfully communicate more frequently over the IPv4 Internet than IPv4-only applications.
Teredo components:

· Teredo Clients

· Teredo Servers

· Teredo Relays

· Teredo Host Specific relays
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Fig 4.5 Teredo Infrastructure

Teredo clients support a Teredo tunneling interface through which packets are tunneled to either Teredo clients or nodes on the IPv6 internet.  It communicates with Teredo server to obtain an address prefix from which a Teredo based address is configured. 
Teredo server is an IPv6/IPv4 node that is connected to both IPv4/IPv6 internets.  It supports Teredo tunneling interface over which packets are received.  It listens on port 3544 and major responsibilities are assisting Teredo client for address configuration and facilitates for initial communication with other Teredo clients.
Teredo Relay is an IPv6/IPv4 router that can forward packets between Teredo clients on the IPv4 internet and IPv6-only hosts.

Teredo host-specific relay is an IPv6/IPv4 node that has an interface and connectivity to both the IPv4 Internet and the IPv6 Internet and can communicate directly with Teredo clients over the IPv4 Internet, without the need for an intermediate Teredo relay.
The Teredo addresses are composed of 5 components [RFC4380]:

	32
	32
	16
	16
	32

	Prefix
	Server IPv4
	Flags
	Port
	Client IPv4


Table 4.3 Teredo Address

Prefix is the 32-bits Teredo service prefix.  Flags are a set of 16-bits that document type of address and NAT. 
2.4.5 6over4 & ISATAP
6over4 and ISATAP mostly address tunneling IPv6 in IPv4 within a single organization or site network.  6over4 does this by treating an IPv4 network as a fully functional IPv6 subnet, allowing regular address autoconfiguration.  When using 6over4, a site can communicate with other 6over4 sites on the same IPv4 domain, but is also able to communicate with the native IPv6 Internet.  For the latter to occur, an IPv6 router with a 6over4 implementation connected to the IPv6 Internet must be part of the domain.  6over4 requires no configuration, but IPv4 multicasting must be enabled.  All host stacks included must have a 6over4 implementation.
6over4 relies on IPv4 multicast availability, which is not very widely supported by IPv4 networking infrastructure (multicast is almost as recent as IPv6), 6over4 is of limited practical use, and is not supported by the most common operating systems.  To connect IPv6 hosts on different physical links, IPv4 multicast routing must be enable on the routers connecting the links.
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Fig 4.6 6over4 between two IPv6 hosts

Figure above illustrates what happens when two 6over4 hosts wants to communicate, the host initiating the communication uses IPv6 neighbor discovery to ask for the IPv4 link layer address of the other host.  Then, IPv6 neighbor advertisement packets reply with the 6over4 hosts IPv4 address.  Link layer broadcasts are simulated using IPv4 multicast.
Intra-Site Automatic Tunnel Addressing Protocol (ISATAP) is a more complex alternative to 6over4 which does not rely on IPv4 multicast.  The protocol is designed to provide connectivity between IPv6 nodes within an IPv4 network that does not have an IPv6 router in the site.  It uses IPv4 infrastructure and automatic IPv6-in-IPv4 tunneling.  ISATAP allows automatic tunneling also when NAT and private addresses are used.  Using ISATAP, the IPv6 hosts on the same IPv4 network can communicate with each other without implementing an IPv6 router; automatic tunneling does this.  Because the ISATAP host on the IPv4 network does not have an IPv6 router that advertises the prefix to be used for autoconfiguration, it needs to be manually configured for the prefix. 
The ISATAP address has a standard 64 bit IPv6 prefix, which can be link-local, site-local, a 6to4 prefix, or belongs to the global unicast range.  The interface identifier is   0000:5EFE (32 bits), FE tells that this address contains an IPv4 embedded address.  This gives us the ISATAP address format: prefix: 0:5EFE:IPv4 address
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Fig 4.7 ISATAP on IPv4 (not the internet)
As illustrated in the figure below, the IPv6 hosts can also communicate with hosts on a native IPv6 network or with hosts on other IPv4 subnets.   Configuring a border router does this; it can be a 6to4 gateway or an ISATAP router.  The ISATAP router acts as a default router for the ISATAP hosts, it advertises the address prefix identifying the local network that the hosts are connected to, the ISATAP hosts then uses this prefix in their addresses.
[image: image16.png]ISATAP Host A ISATAP Host B

ISATAP Router A ISATAP Router B




Fig 4.8 ISATAP on the Internet

2.5 Dual Stack Transition Mechanism (DSTM)
DSTM is an IPv4 to IPv6 transition proposal based on the use of IPv4 over IPv6 dynamic tunnels and the temporary allocation of IPv4 global addresses to Dual-Stack hosts [15].  DSTM is intended for IPv6-only networks in which hosts still need to exchange information with other IPv4 hosts or applications.  Some of the benefits of DSTM are: 
· IPv4 applications are run over an IPv6-only network. 
· Network administration is simplified: only IPv6 is routed inside the domain. 
· Need of IPv4 global addresses are reduced: Hosts are given a global IPv4 address on a temporary basis only when an application requires it. 
Working of DSTM can be described by the following figure.  We can identify 3 different types of equipments: 

· A Dual-stack host in an IPv6-only network wishing to communicate using IPv4;
· A DSTM server who administrates the IPv4 addresses pool and 
· A DSTM gateway in charge of encapsulation and dencapsulation of IPv4 over IPv6 packets.  In the architecture required for DSTM, only C needs to have direct IPv4 connectivity and a permanent IPv4 address.
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Fig 4.9 DSTM Architecture

Whenever a host in the IPv6-only domain (Host A) requires communicating in IPv4, the first step consists in asking the DSTM server for a temporal IPv4 address.  At that point, the DSTM server (B) reserves one IPv4 address for A from the address pool and sends it on its replay.  The replay message also contains the validity time of the allocated address and the information concerning the DSTM gateway, the TEP (Tunnel End Point).  Following this message exchange (which can be done using DHCPv6 or RPC) Station A configures its IPv4 stack with the allocated address.  From that point, all IPv4 packets coming from A are tunneled (IPv4 over IPv6) to the TEP (C).  To perform the encapsulation/dcapsulation of IPv4 packets, The DSTM gateway (C) keeps a mapping table containing of the IPv4 and IPv6 addresses of intranet hosts.  In order to assure bidirectional communication, IPv4 routing must assure that any packet intended for A passes through C.
2.6 Tunnel Broker
To automatically manage tunnel request from end users, an alternative approach called Tunnel Broker with the provision of dedicated servers has been proposed.  Tunnel broker is usually fits to small isolated IPv6 sites, especially isolated IPv6 hosts on the IPv4 internet that want to easily connect to an existing IPv6 networks [RFC 3053].
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Fig 4.10 Typical Tunnel Broker Schema

The TB is the place where the user connects to register and activate tunnels.   The TB manages tunnel creation, modification and deletion on behalf of the user.  For scalability reasons the tunnel broker can share the load of network side tunnel end-points among several tunnel servers.  It sends configuration orders to the relevant tunnel server whenever a tunnel has to be created, modified or deleted.  The TB may also register the user IPv6 address and name in the DNS.  A TB must be IPv4 addressable.   It may also be IPv6 addressable, but this is not mandatory.   Communications between the broker and the servers can take place either with IPv4 or IPv6.

A Tunnel Server is a dual-stack (IPv4 & IPv6) router connected to the global    Internet.  Upon receipt of a configuration order coming from the TB, it creates, modifies or deletes the server side of each tunnel.  It may also maintain usage statistics for every active tunnel. 
The client of the Tunnel Broker service is a dual-stack IPv6 node connected to the IPv4 Internet hence the client and the TB have to share a pre-configured or automatically established security association to be used to prevent unauthorized use of the service while communicating.

2.7 Translation Mechanism
Translation mechanism enables IPv6-only node to communicate with IPv4-only nodes and vice versa.  The nodes need a mechanism for address translation, in order to make the connection.  The major translation methods are: 
· Stateless IP/ICMP Translation (SIIT) &

· Network Address Translator – Protocol Translator (NAT-PT)
2.7.1 SIIT
It is a mechanism which translates IPv6 packets in to IPv4 packets and vice versa.  Basically SIIT describes a method by which a router interprets an IPv4 header and creates a parallel IPv6 header with equivalent information and the inverse equivalent operation of converting an IPv6 header into an IPv4 header.  The actual means of converting an IPv4 address to an IPv6 address or vice-versa may vary, and the means by which the routing occurs is unspecified [RFC 2765].
The figures below show how the SIIT algorithm can be used initially for small networks (e.g. a single subnet) in figure 4.10 and later for a site that has IPv6-only hosts in a dual IPv4/IPv6 network in figure 4.11.  This usage of SIIT assumes a mechanism for the IPv6 nodes to acquire a temporary address from the pool of IPv4 addresses.
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Fig 4.11 Using SIIT for a single IPv6 only subnet.
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Fig 4.12 SIIT for IPv6-only or Dual Cloud Containing Both IPv6/IPv4 Hosts
Due to the method in which SIIT operates it is not a sufficient migration mechanism in that it is incapable of coordinating more than two unique addresses on either side.  This means that every IPv6 host would be required to have a globally routable IPv4 address as well.  Hence, SIIT is most likely to only be useful in the initial part of transition, until IPv6 becomes dominant on the Internet.
2.7.1.1 Protocol Translation
IP and ICMP headers for IPv4 and IPv6 have some difference.  So NAT-PT requires translating all IP/ICMP headers from V4 to V6 and vice-versa for end-to-end IPv4/IPv6 communication.

Translating IPv4 headers to IPv6 headers

The header translation is almost explained in RFC 2765 within SIIT apart from the following fields:
· Source address: The low-order 32 bits is the IPv4 source address.  The high-order 96 bits is the designated PREFIX for all v4 communications.  Addresses using this PREFIX will be routed to the NAT-PT gateway PREFIX::/96).

· Destination address: NAT-PT retains a mapping between the IPv4 destination address and the IPv6 address of the destination node.  The IPv4 destination address is replaced by the IPv6 address retained in that mapping.
Translating IPv6 headers to IPv4 headers
· Source address: The NAT-PT retains a mapping between the IPv6 source address and an IPv4 address from the pool of IPv4 addresses available.  The IPv6 source address is replaced by the IPv4 address retained in that mapping.

· Destination address: IPv6 packets that are translated have a destination address of the form PREFIX::IPv4/96.  Thus the low-order 32 bits of the IPv6 destination address is copied to the IPv4 destination address.
2.7.2 Network Address Translator – Protocol Translator (NAT-PT)

NAT-PT is used as a migration tool to help customers transition their IPv4 network to IPv6 networks.  Using a protocol translator between IPv6 and IPv4 allows direct communication between hosts speaking a different network protocol.  It is designed to be deployed to allow direct communication between IPv6-Only networks and IPv4-Only networks.

This approach, in comparison to SIIT also allows IPv6 only hosts to talk to IPv4 only hosts and vice-versa.  It uses a dedicated server and requires at least one IPv4 address per site [RFC 2766].  NAT here seems to be similar to IPv4 NAT but IPv4 NAT translates one IPv4 address into another IPv4 address.  Here, NAT refers to translation of an IPv4 address into an IPv6 address and vice versa.  NAT in this context provides routing between an IPv6 address realm and an external IPv4 address realm.
One of the benefits of NAT-PT is that no changes are required to existing hosts because all the NAT-PT configurations are performed at the NAT-PT router.  Customers with existing stable IPv4 networks can introduce an IPv6 network and use NAT-PT to allow communication without disturbing the existing network. 
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Fig 4.13 IPv4/IPv6 Translation Mechanism

The operations of NAT-PT can be categorized as: Traditional NAT-PT (Basic NAT-PT, NAPT-PT) & Bi-Directional NAT-PT.
Traditional-NAT-PT would allow hosts within a V6 network to access hosts in the V4 network.  In a traditional-NAT-PT, sessions are uni-directional, outbound from the V6 network.   This is in contrast with Bi-directional-NAT-PT, which permits sessions in both inbound and outbound directions.  There are two variations to traditional-NAT-PT, namely Basic-NAT-PT and NAPT-PT.

Basic NAT-PT is uni-directional, which means that it is outbound from an IPv6 network.  Basic NAT-PT allows hosts within an IPv6 network to access hosts in the IPv4 network.  In this operation a block of IPv4 addresses are set aside for translating addresses of IPv6 hosts.
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Fig 4.14 Basic NAT-PT
The IPv4 addresses in the address pool could be allocated one-to-one to the IPv6 addresses of the IPv6 end nodes, in which case one needs equally many IPv4 addresses as IPv6 end points.  The more interesting variant is when the IPv6 network has fewer IPv4 addresses than IPv6 end nodes and therefore dynamic address allocation is required for at least some of them.  For example the IPv6 Node wants to communicate with the IPv4 Node.  IPv6 Node creates a packet with: Source Address, for example SA=FBDC:AB57::1234:3210 and Destination Address, DA = PREFIX::202.70.91.6.  The packet is routed via the NAT-PT gateway, where it is translated to IPv4, using the same method as in SIIT.  If the outgoing packet is not a session initialization packet, the NAT-PT should already have stored some state about the related session, including assigned IPv4 address and other parameters for the translation.  If this state does not exist, the packet should be silently discarded.  If the packet is a session initialization packet, the NAT-PT locally allocates an address (eg: 202.249.24.215) from its pool of addresses and the packet is translated to IPv4. 

The translation parameters are cached for the duration of the session and the IPv6 to IPv4 mapping is retained by NAT-PT.  The resulting IPv4 packet has SA=202.249.24.215 and DA=202.70.91.6.  Any returning traffic will be recognized as belonging to the same session by NAT-PT.  NAT-PT will use the state information to translate the packet, and resulting addresses will be SA=PREFIX::202.70.91.6 & DA=FEDC:BA98::1234:3210.  Note that this packet can now be routed inside the IPv6-only stub network as normal. 
NAPT-PT, which stands for “Network Address Port Translation”.  This is still a uni-directional option, but extends the notion of translation one step further by also translating the transport identifiers (e.g., TCP, UDP port numbers and ICMP query identifiers).  This allows the transport identifiers of a number of IPv6 hosts to be multiplexed into the transport identifiers of a single assigned IPv4 address.  NAPT-PT allows a set of IPv6 hosts to share one single IPv4 address.  NAPT-PT can actually be combined with Basic-NAT-PT so that a pool of external addresses is used in conjunction with port translation. 
Bidirectional NAT-PT means is that session can be initiated the same way as for basic NAT-PT, but form both hosts in an IPv4 network (inbound) as well as hosts in the IPv6 network (outbound).  V6 network addresses are bound to V4 addresses, statically or dynamically as connections are established in either direction.  Hosts in V4 realm access V6-realm hosts by using DNS for address resolution.  A DNS-ALG (DNS-Application Level Gateway) must be employed in conjunction with Bi-Directional-NAT-PT to facilitate name to address mapping.  Specifically, the DNS-ALG must be capable of translating V6 addresses in DNS Queries and responses into their V4-address bindings, and vice versa, as DNS packets traverse between V6 and V4 realms.
2.7.3 DNS-ALG for Address Assignment
After identifying the start of session which might be inbound or outbound, NAT-PT would assign an IPv4 address to a V6 node.  Identification of the start of a new inbound session is performed differently than for outbound sessions.  However, the same V4 address pool is used for assignment to V6 nodes, irrespective of whether a session is initiated outbound from a V6 node or initiated inbound from a V4 node.  Name to address mappings for IPv4 are held in DNS with “A” records where as “AAAA/A6”
 records for IPv6.
2.7.3.1 Assignment of V4 address for incoming connection (V4 to V6)
Let us discuss the operation by the following figure.
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Fig 4.15 IPv4 to IPv6 communication

When resolver of node B sends a look up request for Node A, the query is directed to the DNS server on the V6 network.  Residing NAT-PT as border router between V4 and V6, the request will pass through this router.  The DNS-ALG on the NAT-PT device would modify DNS Queries for A records going into the V6 domain as follows:

· Node name ( node address query request: change the query type from “A” to “AAAA/A6”.
· Node address ( node name query request: replace the string "IN-ADDR.ARPA" with the string "IP6.INT".   Replace the V4 address octets (in reverse order) preceding the string "IN-ADDR.ARPA" with the corresponding V6 address (if there exists a map) octets in reverse order.

On the opposite, when DNS response traverses from the DNS server on the V6 network to the V4 node, the DNS-ALG intercepts the DNS packet as:
·  Translate DNS responses for AAAA/A6 records into A records
· Replace the V6 address resolved by the V6 DNS with the V4 address internally assigned by the NAT-PT router.

 If a V4 address is not previously assigned to this V6 node, NAT-PT would assign one at this time [RFC 2766].
2.7.3.2 Assignment of V4 address for outgoing connection (V6 to V4)
DNS server in the V4 domain provides address of V4 node to the V6 nodes or V6 node get address of V4 node from the DNS server internal to the V6 network provided that DNS servers internal to V6 domains maintain a mapping of names to IPv6 address for internal nodes and possibly cache mappings for some external nodes.  If the DNS server in the V6 domain contains the mapping for external V4 nodes, the DNS queries will not cross the V6 domain which indicates no DNS-ALG intervention otherwise the queries cross the V6 domain and are subject to DNS-ALG intervention.  A specific prefix (PREFIX::/96) is necessary when V6 nodes needs to communicate with V4 nodes on the behalf of IPv4 address of the V4 node.  Let us say Node A want to setup connection with Node C.  Node A starts its resolver for the name lookup (AAAA/A6) for Node C which may have IPv6 and/or IPv4 address.  The DNS-ALG on the NAT-PT device forwards the AAAA/A6 query to the external DNS as well as “A” query for the same Node.  The query will be returned to NAT-PT if the AAAA/A6 record exists for the destination and the NAT-PT forwards this to the originating host.  If there is an A record for Node-C the reply also returns to the NAT-PT.  The DNS-ALG then translates the reply adding the appropriate PREFIX and forwards it to the originating device with any IPv6 addresses that might have learned.
Node C
A   132.146.243.30 ( Node C      AAAA/A6
PREFIX::132.146.243.30

Now Node A can use this address like any other IPv6 address and the V6 DNS.  Server can even cache it as long as the PREFIX does not change.
2.7.4 DNS-ALG for NAT-PT: Trick Or Treat Daemon
TOTD is a small DNS proxy name server which supports IPv6 and enable IPv6 only sites to access IPv4 sites by using some translation mechanism such as NAT-PT, KAME faith etc.  it is a IPv6 DNS proxy which receive DNS queries from clients and forward it to a normal DNS server.  If the reachable normal DNS server is IPv4 only, TOTD must be configured with dual stack mechanism otherwise for IPv6 reachable DNS server, it can be configured for IPv6 only server.  We can observe three cases when a client makes a query to TOTD server:
· Request an AAAA/A6 records: when a client request an AAAA/A6 record, the TOTD server simply forward the request to the client only if the requested record exists otherwise an A record is requested to normal DNS server and TOTD will receive an answer in IPv4 which will be translated into IPv6 address by adding certain PREFIX to the IPv4 address and forwards it to the client.
· PTR lookup: when a client tries a PTR lookup, TOTD simply proxies the look up only if the PTR lookup is using normal global IPv6 address.  Otherwise if the PTR lookup is using converted IPv6 address, TOTD will convert the address back to IPv4 and the PTR lookup result will be forwarded to the requested client. 
· Other request: other queries will be always ignored and the reply is simply forwarded to the client without modification.
TOTD generates the fake IPv6 address by appending IPv4 address with IPv6/64 prefix.  The prefix is configured with TOTD configuration and constant for all generated addresses.  For example if 202.70.91.6 is the IPv4 address then for the selected /64 prefix (2001:B30:101:555::/64), the following figure:
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Fig 4.16 Fake IPv6 Address Generation
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Fig 4.17 Operation with TOTD & NAT-PT [16]
This combinational test is analyzed over real network and its analysis is described on chapter 6. 
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� For options to be processed by the first destination that appears in the IPv6 Destination Address field plus subsequent destinations listed in the Routing header. 


� For options to be processed only by the final destination of the packet. 


� There are two DNS resource record types defined for holding IPv6 address in the DNS database; AAAA and A6. Initially, IPv6 addresses were to be determined in the DNS using A6 records, rather than AAAA records. A6 queries are now considered experimental.
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