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Extending SDN across carriers’ networks 

 

This paper asks how SDN could be extended across the wide area, to transform 

the entire network into a single, unified computing platform.  

Such a network could effectively virtualise layers 0-7, from physical 

infrastructure to application, and deliver a new generation of network-based 

services.  

However, for the benefits of SDN to be realised beyond its initial 

implementation within data centres, there are some key challenges that 

carriers must solve, requiring them to rethink their network architectures. 

 

 

 

 

 

  



 

 

         

Intune Networks         All Rights Reserved 2 

 

Extending SDN across the telecoms network 
SDN (Software Defined Networking) is an industry initiative to create an open control system for 

networking and computer technologies.  It seeks to provide a common ‘language’ for both network 

and IT, enabling unified services to be delivered, managed and billed by carriers. 

SDN requires a control protocol to communicate with the network and IT resources. A commonly 

proposed candidate for the SDN control protocol is OpenFlow, which is largely synonymous with 

SDN, although other alternatives such as XML could also be used to achieve similar results. 

SDN is far from the first proposal for controlling 

networks, for example SS7 was the signalling and control 

protocol in the PSTN (Public Switched Telephone 

Network) or more recently GMPLS (Generalized Multi-

Protocol Label Switching) is being used to control optical 

transport and IP switching networks. But is the first time 

an architecture has aimed to unify services across both 

the networking and the IT domains. 
 

Much of the initial interest in SDN has been driven by virtualisation of systems within the data 

centre. Running many virtual machines across multiple virtual servers has created challenges for the 

physical network that connects them. For example, it is testing the limits of VLAN (Virtual Local Area 

Networks) scalability, which is required to provide privacy between data centre users, and the 

volume of reconfiguration between machines and network switches has become hard to manage. 

SDN can solve these challenges within the data centre – or within isolated ‘islands’ of IT 

infrastructure - but can it be extended across the whole network? 

If SDN it could be extended across the wide area, we could transform the entire network into a 

single, unified computing platform, virtualising layers 0-7 of the IT stack, and deliver a new 

generation of network-based services. However, for the benefits of SDN to be realised beyond data 

centres, there are some key challenges that carriers must solve, requiring them to rethink their 

network architectures. 

This paper explores those challenges and identifies new solutions.  

What is an SDN architecture? 

People are considering multiple ways to implement SDN, and these have very different requirements 

from the network. They fall broadly into two camps. 

‘Embedded SDN' 

This approach can be considered closest to the ‘purist’ ideal of SDN, implementing SDN across all (or 

many) of the network elements that a service touches. 
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‘Embedded’ SDN abstracts control of both IT and network to a centralised system which uses a 

protocol such as OpenFlow to control all of its elements. The network elements are controlled by 

requests from the central system, along with the IT resources to create a unified service.  

One advantage of embedded SDN could be the development of cheaper ‘dumb’ switches with their 

value abstracted to the central control layer –potentially lowering capital costs. However, much of 

their original functionality must still be recreated within the central system. 

 ‘Overlaid SDN' 

This approach implements SDN inside virtualised machines around the edge of the network.  

‘Overlaid’ SDN uses virtual switches, running 

on general-purpose computing servers, 

which implement the privacy and other 

connectivity requirements, under the 

control of SDN. It creates a unified service 

by setting up tunnels across the network to 

reach any destination required. However, to 

be able to treat the network transparently, 

the network must provide connectivity to 

every potential destination without 

congestion. 
 

An advantage of Overlaid SDN is that it does not necessarily require a ubiquitous upgrade of network 

elements to be SDN compliant. 

SDN - Why bother? 

Control protocols, whether SS7, GMPLS or SDN (and OpenFlow) all have similar primary objectives: 

Unification: 

To standardise on a single protocol across an entire domain. This simplifies the overall operation, 

which lowers opex, and also creates a commercial environment without any proprietary (and 

potentially expensive) elements of the system that can only be fulfilled by a single vendor. SDN 

would allow unification of cloud-services, for example. 

Automation: 

A key benefit of any control protocol is the automation of processes, with the ultimate objective of 

lowering operational expense. GMPLS, for example, enables carriers to set up switched paths across 

their optical networks in a single operation, rather than configuring multiple network elements. 

Whereas SDN could automate the configuration of VLAN set-up. 
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Efficiency: 

Once a unified system can be automatically controlled, then there is the potential to allocate its 

resources as required on a dynamic basis.  For example, SDN could re-route traffic  to spread peaks 

of demand across many servers, reducing the need to over-build a system to manage peak loads. 

The attraction of SDN, over and above other approaches, is that, for the first time, the network can 

be driven by the same requirements of the virtualised IT resources that it is interconnecting. 

What about other control protocols? 

Networking and telecommunications has always relied on standard protocols to allow interworking 

between vendors, across different carriers and with customer-owned equipment. In today's high-

speed packet network the key system elements are high-speed optical transport systems , usually 

using DWDM (Dense Wavelength Division Multiplexing) and layer 2 or 3 switches. An emerging 

candidate to control these packet networks is GMPLS.  

 

 

GMPLS aims to solve the challenge of unifying the transport and 

switching elements of the network and is well supported by the 

networking industry and carriers alike.   

As such, GMPLS is ideally placed to control the core of carriers' 

networks, where bandwidths are high, and the network is 

relatively static with only occasional reconfiguration required. The 

relatively small number of devices in the core network also makes 

implementation of any control protocol more straightforward. 

It becomes harder to extend GMPLS across the metro (or distribution) networks, where there are 

more devices and peak traffic demands are more unpredictable, requiring more dynamic 

reconfiguration, but it is still a useful tool that could, in principle, provide similar functionality at the 

networking layers to an SDN.  

However, in itself,  it has no direct understanding of the IT resources that are consuming the 

network. 

Will SDN be deployed everywhere? 

We've already discussed the unique attributes of SDN - it can control the network based on the 

common requirements of IT systems connected to it; storage, processing, applications. Initial 

implementations of SDN are already appearing within the data centre, where services are being 

unified across both IT resources and the switches that connect them.  

But the data centre has some unique characteristics not available elsewhere in the network; in the 

data centre the bandwidth between ports can effectively be considered 'infinite' and ‘free’.  
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Transmission capacity is provided by cables used to 

connect local area switches. Increasing capacity is cheap 

and requires no pre-existing infrastructure (such as fibre 

in the ground). If a path is congested, then another path 

can be configured via an alternative route without any 

consideration of where the capacity is physically required 

to be - because all of the switches are co-located in the 

same building, possibly even the same floor. In the data 

centre a full-mesh of connectivity between IT resources is 

economically viable, and indeed necessary if SDN is to 

work transparently across it. 

In the wide area this is simply not the case. 
Transmission capacity is not 'free'. It depends 
on physical infrastructure dug into the ground 
at high-cost. Providing a full-mesh of 
connectivity from any resource to any other, 
and one that could handle peaks across any 
route, would be prohibitively expensive with 
today's network technologies.  
 
But this 'received wisdom' applies to traditional  
network architectures. 

“Service provider WANs cannot be fully 
meshed and be economically viable for 

optimized service delivery and costs to the 
service providers’ customers.”  

 
David Ward (on SDN in the WAN) 

CTO and Chief Architect of the Service 

Provider Division, Cisco Systems  

Source: http://blogs.cisco.com/news/software-defined-networking-for-

service-providers-data-center-fabric-analogies-breakdown-in-the-wan 

As we shall explore later, there are alternative approaches that could revolutionise this model. 

So should SDN  be confined to the Data Centre? 

Before concluding that SDN should be naturally extended throughout the network we should 

consider what problems it might solve for us in the wide area. And since a carrier's network is not a 

homogenous entity, it is helpful to break it down into constituent domains driven by their own 

characteristics: typically core, metro (or edge), and access.  

Access networks are characterised by a single connection from 

network edge to subscriber - the 'last mile'.In most networks 

(wireless being an exception) this is a single physical 'choke-

point' and there is little that any control protocol can do to 

shift resources within it. Although, where the access network 

meets the edge or metro, users' traffic can be limited or 

marked for prioritisation, but let's consider that an edge-

switching function, controllable as part of the metro. If the 

physical access connection is inherently fixed by nature, then 

any control protocol, including SDN, has limited value here. 

 

 

http://blogs.cisco.com/news/software-defined-networking-for-service-providers-data-center-fabric-analogies-breakdown-in-the-wan/
http://blogs.cisco.com/news/software-defined-networking-for-service-providers-data-center-fabric-analogies-breakdown-in-the-wan/
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By contrast the core network is highly aggregated, sharing its resources across all subscribers on the 

network.  As a consequence of this high level of aggregation, traffic is relatively predictable. Also, the 

end points of connectivity for a core network are usually stable. So the core network is fairly static in 

topology, albeit subject to steady growth in capacity. In practice, with robust operational planning 

processes, it is viable to consider the core network as a transparent network resource that provides 

'always-on' connectivity for high-priority traffic, between all of its end-points. 

However, when we look at the metro (or edge) networks, we find a much greater challenge. Metro 

networks are subject to high fluctuations of peak demand, as subscribers load the edge of the 

network from different points at different times. More crucially, they are the natural home of shared 

IT resources such as storage, processing and cloud-based applications. These, in themselves, may 

require many points of interconnectivity and their locations may be fluid. 

Consequently it would be highly desirable if the IT resources housed in the metro, currently confined 

to SDN 'islands', could be unified into a single computer system that spans the entire metro. If SDN 

can be extended beyond the data centre, then it is in the metro that it will deliver most value. 

How could we extend SDN across the metro? 
There are several alternative ways we might consider extending SDN across the metro, and these 

vary depending on the ‘Embedded’ or ‘Overlaid’ approach taken to the SDN architecture: 

For an ‘Embedded’ SDN we can: 

a) Use SDN to control the metro switching and transport elements 

The most direct approach is simply to allow SDN to control all of the networking elements through a 

protocol such as OpenFlow or XML. However, unlike in the data centre, SDN must now take control 

of the transport domain as well as the switching domain. This is now a two-dimensional problem 

rather than one- dimensional and becomes far more complex to solve.  

 

At the least, the  SDN controller would require 

some awareness of the status of the transport 

devices and traffic paths between nodes. It would 

need to hold an 'inventory' of network capacity and 

topology that updated in real-time. And it would 

need a PCE (Path Computation Engine) function to 

calculate optimum ways to reconfigure the network 

to reach required resources, in the knowledge of 

current traffic flows on the system, wherever they 

originated from.  

And every element a service might touch would need to be upgraded to be SDN compliant. 

As well as all this it would have to react to changes within the timeframe demanded by the IT service 

– potentially reacting at ‘packet speed.’ 
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Above all, because the SDN control system must be remotely located from most of the network 

elements, the fundamental network connectivity would still need to be assured independently of 

SDN. Otherwise the SDN control protocols may not be able to have connectivity in the first place, or 

be able to recover after a fault scenario.  So the network elements need to retain some network 

control functions, such as self-populating forwarding tables, which must either be duplicated or co-

exist subserviently to a higher level of SDN control.  

So, whilst extending SDN control to both switch and transport network elements is technically 

feasible, it is also complex. 

Or... b) Integrate control planes 

Another alternative would be to create a layered structure with interworking between SDN and 

other mechanisms that have already been designed to control the network. 

Although this is viable, it is worth noting that it 

doesn't satisfy the principle of a single unified 

control system for network and IT services.   

Translation between SDN and GMPLS, for example, 

might be imprecise as they don’t share a common 

‘vocabulary’. For instance, GMPLS is designed to 

control the network at a macro level, connecting 

large capacities of data between nodes, whereas 

SDN may require a more fine-grained response. 

There is also the challenge of which networking 

control protocol to use; GMPLS is an option but so is 

OTN (Optical Transport Network), for example, or 

one of several other candidates. 

 

For an ‘Overlaid’ SDN we can: 

c) Build a full-mesh of non-blocking connectivity  

For ‘Overlaid’ SDN, implemented in a virtual environment, the challenge for the network is to 

emulate a local area network. 
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A simple solution is to make the metro behave like the data centre by recreating a full mesh of 

connectivity and providing enough transport capacity that the SDN protocols can assume there is 

never congestion between switch ports. In this scenario, SDN only has to control the virtual 

switching domain and can set up paths across the wide area network much the same as in the data 

centre. 

Unfortunately this would be very expensive to implement and requires a high overhead in space, 

power and cooling to run all the equipment - whether it is being used or not. Whilst it would achieve 

the objective of dynamically controlling IT services across the metro, the network itself would 

become less efficient, which is counter to one of the fundamental objectives of SDN. 

For either an ‘Embedded’ or ‘Overlaid’ SDN we can: 

d) Make the metro look and behave like a single distributed switch 

The fundamental challenge with extending SDN, or indeed any network control protocol, across the 

wide area, is that it has to solve a problem in two domains simultaneously: switching and transport. 

But if we could eliminate the transport dimension - as far as the control system was concerned - and 

give the distributed metro the characteristics of a local Ethernet switch, then the same logic that 

applies to the data centre could be extended across the network. In essence, such a system would 

need to have Ethernet switch ports connected to each other across a backplane that had the 

geographic dimensions of the metro. 

In this case, ‘Overlaid’ SDN could be simply extended because the metro would now provide a full-

mesh of non-blocking connectivity – just like the LAN. 

For ‘Embedded’ SDN architectures, this also makes the problem significantly simpler to solve. SDN 

would only have to control a single switching element, in one domain, rather than many elements in 

both switching and transport domains. The network inventory, topology and path computations 

would be abstracted and 'hidden' inside the distributed switch.  

In a 10 node metro, with a full mesh of interconnection, the number of network elements would be 

reduced from a hundred to one (10 switches, each with 9 optical transmission connections). 

Could that be done? 
A new distributed switching technology, called sub-wavelength networking, has been developed to 

do just that. It can be used to create a single, distributed switch, with any port able to forward 

packets to any other port, even though the destination port may be a hundred kilometres away.  

The system unifies switching and transport into a single domain that is far simpler to control.  Many 
(10’s) of network elements only need to be controlled as one – simplifying the problem by an order 
of magnitude. Additionally, it allows the inherently heterogeneous nature of telecoms network 
designs to be logically ordered into a consistent structure with replicable system building blocks. 
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Distributed switching is a simple, cost-effective way of extending SDN, or any other control protocol, 

across the network and transforming the metro into a large, unified computing platform. 

 

Using distributed switching, Software Defined Networks (SDNs) can be implemented today. 

'Overlaid' SDNs use the system to provide them with a full-mesh of unblocked connectivity. 

‘Embedded’ SDNs use a single control interface to communicate with the distributed Metro network 

as if it is one switch. This interface could use XML, which is available today, or another protocol such 

as OpenFlow. 

How does distributed switching work? 

Intune's technology uses tuneable LASERs to switch packets across an optical fibre backplane. It is 

the first carrier-grade system to use the emerging sub-wavelength switching standard, which is being 

driven by major carriers including Verizon, Telefonicá, Swisscom, Telstra, Telecom Italia and others 

(ITU SG-15 members).  

Packets are forwarded inside the system based on their colour, rather than converted to and from 

electrical signals at each node. This means they can be switched over long distances without the 

need for a separate transport system. It also means that the entire system capacity is available to 

any packet, making it far more efficient than traditional architectures with separate switching and 

transport domains. 

Unlike many overlay control systems, which typically adjust networks in seconds, a sub-wavelength 
system like Intune's can react to service requests at packet speeds.  
 
(A number of other vendors are also developing sub-wavelength systems, although Intune is the first 
to have produced a commercially shipping system.) 

How could it all fit together? 

Once the SDN can treat the metro infrastructure like any other switch, then it becomes possible to 

build the metro into a unified computing system. SDN can be extended from its role in isolated data 

centres to create a single distributed data centre, with IT resources housed wherever space is 

available. 
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In either embedded or overlaid 

approaches, the control of the transport 

function is abstracted by Intune’s unique 

OPST (Optical Packet Switch and 

Transport) protocol inside the distributed 

metro switches.  

The same distributed switches could also 

be controlled by GMPLS, if required. 
 

This is all facilitated by the inherent simplification of the system from a two-dimensional to a one -

dimensional domain. SDN can now operate across multiple physical data centres. It can even be 

extended into customers' private data centres if they are connected to the metro. 

Regulatory Implications 
For many carriers, particularly incumbent Tier-1 operators, their choice of SDN architectures must 

satisfy regulatory concerns. Regulators will want to create a competitive market for the provision of 

network-based IT services and are likely to regulate them as retail services. But any unified SDN 

service will require access to wholesale network resources, such as fibre, transport and switching. To 

satisfy these requirements the carrier will need to create an open service boundary – most likely 

between layers zero to 3, and layers 4 to 7.  

 

Or, to put it another way, the incumbent carrier must 

enable retail SDN service providers with access to 

their switch and transport infrastructure. 

Aside from regulatory pressure this also makes 

commercial sense, as no single carrier can expect to 

win 100% of the SDN service market, so such a split 

allows the wholesale arm to sell services to many 

retailers, increasing the underlying network 

utilisation. 

Whether driven through regulation or commercial 

pressure, this service boundary impacts on the SDN 

architecture.  

If an embedded architecture was adopted, the carrier would need to offer a wholesale switched 

transport service (such as switched Ethernet) with a published SDN control interface (such as 

OpenFlow). This interface must allow multiple retail service providers to control the shared network 

elements owned by the wholesale arm of the carrier. Any such service would be extremely complex 

to define, operate and administer. For example, the notion of allowing multiple third parties to 
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populate forwarding tables in a wholesale carrier's multi-service switches would be unappealing to 

the operator, to say the least. 

Conversely, the overlaid SDN architecture offers a clear service boundary between wholesale and 

retail SDN service elements. The retail arm of the incumbent carrier, or any other retail service 

provider, can implement SDN in virtual switches housed inside the metro, in commercially available 

rack-space. These virtual switches then require an ‘SDN-friendly’ wholesale Ethernet service to 

provide connectivity between them. The key attributes of such a service would be the support of a 

full-mesh of tunnels and non-blocking of traffic. In this way, multiple retail SDN services could be 

supported from a common underlying switched infrastructure with no need for the retail service to 

have direct control over elements of the wholesale infrastructure. 

So, rather than any technical consideration, the practicality of regulation and commercial objectives 

is likely to lead regulated incumbent operators to adopt an overlaid SDN architecture. 

A use-case for SDN across the metro 
As a simple example of how SDN might be used across both data centre and metro we could 

consider a user connected to a cloud service on a virtual machine located on a server in a data 

centre. SDN could be used to seamlessly move that user to another virtual machine on a server in a 

second data centre, located in a completely different part of the metro.  SDN would abstract the 

implementation of the change, and request the movement of the virtual machine based on some 

other requirement, such as available server capacity or a scheduled maintenance window.  

In the case of a overlaid SDN architecture the interface makes changes to virtual switches in the 

virtual machines, which can safely assume any required connectivity required is available across the 

metro - because the metro looks like a non-blocking LAN switch. 

 

In the case of embedded SDN, the movement of the virtual 

machine translates into a change to the connectivity, and 

possibly the quality-of-service parameters, of a particular 

Ethernet Virtual Private Line. The SDN layer abstracts the 

service move and instructs the network using OpenFlow, XML 

or some other control protocol.  

The internal protocols of the switch complete the 

connectivity across the wide area.  So the SDN does the 

translation, but the implementation throughout the metro is 

transparent to it, greatly simplifying its implementation. 

In either case, the service connection for our user has moved simultaneously across multiple 

domains - the IT domain, the data centre switch fabric and the metro - under a single control 

protocol. 
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In summary - the network as a distributed computing platform  

It is clear that SDN has the potential to transform the network into a single distributed computing 

platform, enabling unified IT services for the first time. But the implications of extending SDN across 

the network are complex. A number of things are clear: 

¶ SDN’s initial implementation will be in the data centre, but it is highly desirable to extend it 

across the metro, because that is the natural home of carriers’ IT resources. 

¶ However, extending SDN across the metro is inherently more complex than in the data 

centre. This is partly because we must consider the additional domain of transport as well as 

switching, partly because and we can’t afford to ‘over-build’ the metro, and partly because 

networking elements are geographically distant from their control system, so require greater 

resilience in communication. 

¶ SDN can be implemented using either an ‘embedded’ or ‘overlaid’ architecture, which place 

very different demands on the physical network. 

¶ For an incumbent carrier the regulatory considerations of providing a wholesale/retail 

service boundary will most likely drive their choice of architecture. 

¶ The most efficient and straightforward solution, to either SDN approach, is to make the wide 

area network behave like a local area switch. 

¶ Intune’s distributed switch architecture, which uses sub-wavelength networking, would be a 

perfect example of such a system. It is inherently SDN (and other control protocol) ‘friendly’ 

because it abstracts the wide area network from 2-dimensions to 1-dimensional.  

¶ Overlaid SDN implementations can be delivered using a full-mesh of non-blocking 

connectivity. Embedded SDN can be delivered by controlling the metro via an XML web-

services interface - but only on a single element instead of many. Alternative protocols, such 

as OpenFlow, can also be implemented on the single switch.  

In addition to enabling SDN, distributed sub-wavelength switching is already being deployed in 

carriers networks for the other benefits it brings. It reduces capex (by reducing the number of 

network elements), delivers non-blocking network services and simplifies the operational 

environment by an order of magnitude. 

Whether deployed for SDNs, or simply to deliver a more efficient network, distributed switching 

offers fundamental advantages within a carrier’s network. 

About Intune 

Intune Networks has created a new way of forwarding packets over long distances, developing an 

optical Ethernet switch that can switch packets between ports that are hundreds of kilometres 

apart. This dynamic, distributed system delivers a step-change in network efficiency. 

Intune are a venture-backed company headquartered in Dublin, Ireland, with offices in the United 

States and further research and development facilities in Belfast, UK. 




